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Abstract 

Gaussian mixture model based parameter estimation and classification has recently received great attention in 

modelling and processin g data. Gaussian Mixture Model (GMM) is the probabilistic model for representing the 

presence of subpopulations and it  works well with the classification and parameter estimation strategy. Here in 

this work Maximum Likelihood Estimation (MLE) based on Expectation Maximization (EM) is being used for 

the parameter estimation approach and the estimated parameters are being used for the training and the testing 

of the images for their normality and the abnormality. With the mean and the covariance calculated as the 

parameters they are used in the Gaussian Mixture Model (GMM) based training of the classifie r. Support 

Vector Machine a discriminative classifier and the Gaussian Mixture Model a generative model classifier are 

the two most popular techniques. The performance of the classification strategy of both the classifiers used has 

a better proficiency when compared to the other classifiers. By combining the SVM and GMM we co uld be 

able to classify at a better level since estimating the parameters through the GMM  has a very few amount of 

features and hence it is not needed to use any of the feature reduction techniques. In this the GMM classifier  

and the SVM classifier are trained usin g the parameters and they are to be compared.  

Keywords: Expectation Maximization (EM), Gaussian Mixture Model (GMM), Maximum Likelihood 

Estimation (MLE), Support Vector Machine (SVM). 

INTRODUCTION 

Classification, as a big part of supervised learning problem, has always attracted lots of attention for its 

various applications. Also, many methods are brought forward to tackle this problem. Statistical methods 

manipulate probabilities and try to model the entire hypothesis space and data distribution using 

probabilities distribution density, thus providing more complete description of the actual problems; 

however, it also asks for huge complexity to achieve the goal. Gaussian mixture modelling performs 

classification by extracting global statistics from Gaussian distributions of pixel intensity in an image 

data set. GMM is especially well suited for parameter estimation and classification because of its 

implementation facility and efficiency in the representation of data. The histogram gives the main idea 

about the probability density function (pdf) of the pixel values1. In the statistical approaches it has been 

assumed that pixel values follow a particular distribution and hence mixture model approach is applied 

on those values. The well known approach for estimating parameters of model is either by Maximum 

Likelihood Estimation (MLE) via Expectation Maximization algorithm (EM) or Maximum A Posteriori 

Estimation (MAP)2. 

METHODOLOGY 

The methodology of this paper is well explained in the block diagram below. It shows the clear idea of 

the inputs given and the methods used for the estimation of the parameters and how these parameters are 

about to be used in the training and the testing of both the classifiers that are used here for the 

classification of the medical images. The database of medical images is used for both training and testing 

of which 25% of the images were abnormal and the classifier could able to correctly classify the images. 

The images were taken from different aspects both normal and abnormal combined and they are trained. 

Then the rest of the images were used for the testing phase for both the classifiers and they were able to 

correctly classify the abnormal from the normal images. 
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Gaussian Mixture Model 

A Gaussian Mixture Model (GMM) is a parametric probability density 

function represented as a weighted sum of Gaussian component 

densities. GMMs are commonly used as a parametric model of the 

probability distribution of continuous measurements or features in a 

biometric system, such as vocal -tract related spectral features in 

speaker recognition systems. GMM parameters are estimated from 

training data using the iterative Expectation-Maximizations (EM) 

algorithm or Maximum A Posteriori (MAP) estimation from a well 

trained prior model.  

A Gaussian mixture model is a weighted sum of M component Gaussian 

densities as given by the equation, 

                           p(X|)= 𝑤𝑖 𝑔(𝑋|µ𝑖 ,𝑖 )𝑀
𝑖=1           (1)    

where x is a D-dimensional continuous valued data vector 

(measurement of features), Wi, i=1......,M, are the mixture weights, and 

g(xµi , i), i=1... ..,M, are the component Gaussian densities. 

Block Diagram 

                     

 

D-variate Gaussian function of the form in each component density is 

given by 
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1
   

   ( 2) 
𝐷

2   i  
1

2     
 exp [− 

1

2
 𝑥 − µi )

′  i  
−1 𝑥 − µi )]     (2) 

Where mean vector µi and the covariance matrix i.  

The constraint of the mixture density is met and given by the form,                              

                       𝑤𝑖
𝑀
𝑖= 1  = 1 

The mean vectors, covariance matrices and mixture weights from all 

component densities were used for the complete Gaussian distribution 

parameterisation. These parameters are collectively represented by the 

notation 

          ={wi, µi, i}   i=1..............M      (3) 

with this the Expectation Maximisation and the Maximum Likelihood 

are used for the estimation of the parameters as follows 

Maximum Likelihood Parameter Estimation 

Given training vectors and a GMM configuration, we wish to estimate 

the parameters of the GMM,, which in some sense best matches the 

distribution of the training feature vectors. Several techniques are 

available for estimating the parameters of a GMM and they have their 

own form of estimating which is clearly given in Dempster3 et al.  

Among the various techniques available, the most popular and well 

established method is the Maximum Likelihood Estimation (MLE). 

To maximize the likelihood of the GMM given the ML estimation of 

model parameters is used which will be better in the training data. For a 

sequence of T training vectors X={x1....,xT}, the GMM likelihood 

assuming independence between the vectors 1  can be written as, 

            p(x|)  =  𝑃(𝑋𝑡|)𝑇
𝑡=1              (4)   

Unfortunately, this expression is a non-linear function of the parameters 

 and direct maximisation is not possible. However, ML parameter 

estimates can be obtained iteratively using a special case of the 

expectation maximisation (EM) algorithm4,5. The new model that 

becomes the initial model for the next iteration and the process is 

repeated until some convergence threshold is reached. The initial model 

is typically derived by using some form of binary vector quantisation. 

On EM iteration, re estimation formulas are used which guarantee a 

monotonic increase in the model's likelihood value and are as follows, 

Mixture weights: 

              𝑊𝑖
    = 

1

    𝑇
 𝑃𝑟

𝑇
𝑡=1 (i|Xt,)         (5)  

Mean: 

                            µ𝑖 =
 𝑃𝑟

𝑇
𝑡=1 ( i|X t ,)X t

 𝑃𝑟
𝑇
𝑡=1 (i |X t ,)

       (6)  

Variance: 

               𝜎𝑖2     =  
 𝑃𝑟

𝑇
𝑡=1 (i |X t ,)x2

t

 𝑃𝑟
𝑇
𝑡=1 (i|X t , )

              (7) 
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where 𝜎𝑖2  ,xt, and μi  refer to arbitrary elements of the vectors 𝜎𝑖2 ,xt,  

and μi, respectively [5]. 

Expectation Maximisation Map Algorithm 

In general, EM iterates through two steps to obtain estimates. The first 

step is an Expectation (E) step, in which missing values are filled in 

with a guess, that is, an estimate of the missing value, given the 

observed value in the data. The second step is a Maximization (M) step, 

in which the completed data from the E step are processed using ML 

estimation as though they were complete data, and mean and the 

covariance estimates are updated. Using the newly updated mean and 

variance matrix, the E step is repeated to find new estimates of the 

missing values.  

The two steps E-step and the M -step are repeated until the maximum 

change in the estimates from one iteration to the next do not exceed a 

convergence criterion. The result of this process is a mean vector and 

covariance matrix that uses all available information. In the EM 6 

estimates of the mean vector and covariance matrix can then be used in 

multivariate analyses to obtain estimates of model parameters and the 

standard errors, to test hypothesis, and to score or predict values for 

observations using the model selected.  

There are popular algorithm for GMM7 and this is modified here as the 

name of the EM -MAP algorithm. This algorithm is described as  

follows, 

Input:  

 Observed Image in a vector Xj, j=1,2,....,n and i{1,2,.....,k} labels set. 

Initialize: 

       (0)
=(𝑝
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E-Step: 

              𝑝
𝑖𝑗

(𝑟+ 1)
=𝑝( 𝑟+1)(i|xj)=

𝑝𝑖
 𝑟 

𝑁(𝑥𝑗 |µ𝑖
(𝑟 )

,𝜎 𝑖
2 (𝑟)

)

𝑓 (𝑥𝑗 )
                                                        (9)                                     

M-Step: 
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Iterate steps 3 and 4 until an specify error (i.e)i𝑒𝑖
2< .  

Compute: 

    P1j = ArgMax i P ij
(final)

,j=1,2,....,n                                                                  (13) 

In each and every iteration the corresponding values of the number of 

classes, mean, probability and the variance are being calculated and are 

used in the iteration. 

 

Support Vector Machine (SVM) 

The Support Vector Machine (SVM) was first proposed by Vapnik8 and 

has since attracted a high degree of interest in the machine learning 

research community. In recent studies it has been reported that the SVM 

(support vector machines) generally are capable of delivering higher 

performance in terms of classification accuracy than other data 

classification algorithms. SVM is a binary classifier based on supervised 

learning which gives better performance than other classifiers. SVM 

classifies between two classes by constructing a hyper plane in high-

dimensional feature space which can be used for classification. Hyper 

plane can be represented by equation-  

                    w.x+b=0         (14) 

w is weight vector and normal to hyperplane. b is bias or threshold. 

Kernel functions are used with SVM classifier. Kernel function provides 

the bridge between from non-linear to linear9,10 when compared. By 

using kernel function the mapping of the image in the low dimensional 

data into the high dimensional feature space where data points are 

linearly separable is possible. The radial bias based kernel function is 

being used in this SVM based classification.  

Classifier Performance 

Every classification results could have an error rate and on occasion will 

either fail to identify an abnormality, or identify an abnormality which 

is not present.  This error rate is generally explained in the terms of  true 

and false positive and true and false negative as follows: 

True Positive (TP): the result of the classification is positive in the 

presence of the clinical abnormality.  

True Negative (TN): the result of the classification is negative in the 

absence of the clinical abnormality.  

False Positive (FP): the result of the classification is positive in the 

absence of the clinical abnormality.  

False Negative (FN): the result of the classification is negative in the 

presence of the clinical abnormality. 

Table below is the contingency table which defines various terms used 

to describe the clinical efficiency of a classification based on the terms 

above and, 

Sensitivity = TP/ (TP+FN) *100%  

Specificity = TN/ (TN+FP) *100%  

Accuracy= (TP+TN)/ (TP+TN+FP+FN)*100 % are used to measure the 

performance of a classifier.  

Contingency Table: 

Table 1: Contingency table for the classifier performance 

Actual Group Predicted Group 

Normal Abnormal 

Normal TN FP 

Abnormal FN TP 
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RESULTS  

In this the features or the parameters are being extracted by using the 

GMM based technique. And here they are used as the inputs for both the 

GMM based classifier and the SVM classifier and their results varies 

with each classifiers however there is no much variation in the 

classification performance. Here in the RBF kernel is used in the SVM 

based classifier and in the GMM the K-nearest neighbour method of 

classification is used. In the SVM classifier the other kernel based 

functions are also compared which has been taken from the other paper 

results. With this the Gaussian plot of the images can also be obtained 

for the image given as the input. The images given as the inputs that are both normal and abnormal are given as follows;  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: The Gaussian classifier result for one of the normal image used in the data set for the Testing 

a b 

c d 

a b 

c d 

Figure 1: Normal images (a), (b), (c) brain images, (d) 

mammogram image 

 

Figure 2: The abnormal images (a), (b), (c) brain images, (d) 

breast image used in the training and testing 
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Support Vector Machine Classifier Result 

 

Figure 4: Result of the brain image used in the dataset for testing by the support vector machine classifier 

Classifier Performance: 

Table 2: Classifier performance table 

Feature Extraction 

Technique 
Kernel function Specificity Sensitivity Accuracy 

GMM 

RBF 90 92.56 96.78 

LINEAR 89 90.54 95.45 

QUADRATIC 91 93.67 92.34 

GMM K-means 91 93.23 94.67 

 

Gaussian Mixture Model Classifier Result 

In this the normal and the abnormal images from the datasets were used 

and they are correctly classified.  

In this gaussian plot of the particular image is shown and the image 

identified as normal is given. The likelihood ratios of the classifier has  

also been estimated and they have range of values from -7.1202 to -

7.9234. 

The same method has also been used for the SVM based classifiers also 

where the parameters are estimated from the Gaussian mixture model 

itself that are used for the training of the both classifiers.  

CONCLUSION 

The parameters have been estimated us ing the GMM model and the 

same model is being used as one of the classifier along with the SVM 

classifier. In this, their performance were equally good but the GMM 

based model has the less accuracy  of 94.67%when compared with the 

SVM which has about 96.78% in the case of using large dataset values,  

means that while having more number of features. When it is being 

trained with large dataset in SVM classifier it works well in both the 

cases. 
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